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Summary
Various Internet‐based applications such as social media, business transactions,

mobile applications, cyber‐physical systems, and Internet of Things have led to

the generation of big data streams in every field. The growing need to extract

knowledge from big data streams has pioneered the challenge of selecting appropri-

ate cloud resources. The current techniques allocate resources based on data

characteristics. But because of the stochastic nature of data generation, the

characteristics of data in big data streams are unknown. This poses difficulty in

selecting and allocating appropriate resources to big data stream. Working towards

this direction, this paper proposes a system that predicts the data characteristics in

terms of volume, velocity, variety, variability, and veracity. The predicted values

are expressed in a quadruple called Characteristics of Big data (CoBa). Thereafter,

the proposed system uses self‐organizing maps to dynamically create clusters of

cloud resources. One of these clusters is allocated to the big data stream based on

its CoBa. The proposed system is dynamic in the sense that it changes the cloud

cluster allocated to big data stream if its CoBa changes. Experimental results show

that the proposed system has a performance edge over other streaming data process-

ing tools such as Storm, Flume, and S4.

1 | INTRODUCTION

A collection of huge volumes of diverse types of structured
and unstructured data that cannot be handled by state‐of‐
the‐art data processing platforms is termed as big data. The
size of big data may span over multiple terabytes, petabytes,
or even zettabytes. In a survey conducted by IBM,1 more than
half of 1144 respondents believed that datasets of size over
1 TB qualify as big data. However, defining specific thresh-
olds for big data volume is rather impractical since it is a rel-
ative term.2 The data volume that defines big data today may
not meet the threshold in future owing to enhanced storing
capacities allowing data in higher volumes to be captured eas-
ily. In addition, an unstructured dataset of certain size may be
considered as big data while a structured dataset of same size
may not qualify as big data. This implies that the definition of
big data has gone beyond the realm of data volume to some

other defining characteristics such as variety and velocity.3

Variety refers to heterogeneity of data types. The text, image,
audio, and video data captured by sensors, actuators, business
transactions, social networks, and smart environments con-
tribute to data variety. Most of this data are in unstructured
format.4 Velocity refers to unprecedented speed of data gener-
ation and data analysis. There is an interesting interplay
between volume and velocity. For example, data collected
and transmitted by a spacecraft after every 6 seconds is con-
sidered as big data because of its huge volume.5 On the other
hand, small amount of data generated by thousands of tweets
per second is also considered as big data because of its high
velocity. Due to such considerations, there are no specific
thresholds for data velocity.

Furthermore, in addition to volume, variety, and velocity
(the 3 Vs), there are other dimensions of big data, namely,
veracity, variability, value, and visualization. Veracity, a term
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coined by IBM, implies the untrustworthiness inherent in
some sources of data. Variability, introduced by SAS, refers
to variation in data flow rate. Value, introduced by Oracle,
refers to the process of extracting knowledge from big data.
Visualization is the representation of results obtained from
big data in the form of charts and graphs.

Big data has emerged as a widely recognized trend.
The main sources of big data include social media, busi-
ness transactions, mobile applications, cyber‐physical sys-
tems, and Internet of Things (IoT).6-8 These applications
generate continuous streams of big data across the globe.
Here, it can be noted that there are 2 main situations
where data are considered as streaming data, firstly, when
it flows too fast to store in its entirety, and, secondly,
when the application mandates immediate response to
data. For example, social media, business transactions,
and mobile applications generate data at a very high
velocity. Facebook handles nearly 1 million photographs
per second; twitter produces 6000 tweets per second on
an average,9 and Wal‐Mart handles more than 1 million
transactions per second.4 On the other hand, immediate
response is required on rich spatiotemporal information
acquired by advanced sensors of IoT network and cyber‐
physical systems. With respect to this, data generated by
all the above mentioned major sources of big data qualify
as big data streams.

The distillation of knowledge from big data streams is
essential as well as a difficult task. It is beyond the capa-
bilities of traditional systems and requires cloud
resources.2 With the growth of big data on cloud,7

selecting optimal number of cloud resources for each
incoming request emerged as a key challenge. Moreover,
the requirement of real‐time analysis of big data streams
further enhances the necessity of selecting appropriate
resources. Working towards this direction, it is posited
that there 2 approaches for selecting appropriate resources.
The first approach allows users to select the resources.
For such an allocation, user must be acquainted with
the characteristics of data. For example, user selects
higher memory size for higher volume data; higher GPU
power for video streams; and higher processing power
for higher velocity and higher variability. Consequently,
such resource selection is limited by the expertise of user.
Moreover, even if the user possesses enough expertise,
knowledge of data characteristics is necessary. Neverthe-
less, due to stochastic nature of data generation by vari-
ous sources, characteristics of incoming big data stream
are generally unknown. This fact makes the manual selec-
tion of cloud resources relatively unsuitable for big data
streams.

On the other hand, the second approach (the one used in
proposed system) allows system to automatically select
suitable cloud resources by predicting data characteristics.

Here, the major question that arises is as follows: Which data
characteristics should be predicted by the system? In 2015,
Zhang, Chen, and Yang10 argued that data volume plays a vital
role in efficient selection of cloud resources for big data
streams. On the other hand, Baughman et al11 illustrated that
predicting velocity of incoming big data request is crucial for
efficient provisioning of cloud resources. Furthermore,
Castiglione et al12 emphasized that variation in data flow rate
(variability) affects cloud resource allocation. In 2016, Peng
et al13 accentuated the importance of data variety for selecting
appropriate cloud resources. In addition, in 2017, Rehman et
al14 found that volume, velocity, variety, variability, and verac-
ity (5Vs) are essential parameters for efficiently mining data
streams. From these studies, it is concluded these 5Vs of big
data streams are driving parameters for cloud resource alloca-
tion. To the best of our knowledge, none of the existing
approaches uses all the 5Vs for selecting optimal number of
cloud resources. Hence, this paper proposes an automated sys-
tem that predicts the 5Vs of big data stream and later uses the
predicted values for dynamic resource allocation to big data
streams.

For predicting the 5Vs, the system initially filters out
the data from unreliable sources (veracity) and separates
various data varieties with the help of Bloom filter.15

Thereafter, it uses Kalman filter16 to estimate the volume
and velocity of each data variety arriving at the system in
next interval. Variability of data is incorporated while
estimating volume and velocity. Later, self‐organizing
map (SOM)17 is used for dynamic resource allocation
based on the predicted 5Vs. Here, it is worth mentioning
that proposed method prefers Kalman filter over other
prediction solutions since it can be easily tailored to pro-
vide unbiased estimations on a wide range of data streams
even when the variance is high. On the other hand, SOM
is used for clustering since it can easily and dynamically
create clusters by creating reference vectors in topological
ordered fashion such that more is the relationship between
2 reference vectors, closer is their topological ordering.
The proposed method takes advantage of such topological
ordering of SOM to reduce waiting time.

The scientific contribution of this paper is two‐fold.
Firstly, the proposed system efficiently predicts the afore-
mentioned 5Vs of big data stream, which have not been
proposed hitherto. Secondly, it presents a unique approach
to determine and allocate appropriate resources for stream
analysis based on data characteristics. Furthermore, the
resource allocation technique proposed here is dynamic
and adaptive.

This paper is organized into 5 sections. Section 2 gives
the preliminary knowledge of concepts used in proposed
system. Section 3 discusses the working of proposed system.
Section 4 provides experimental setup, results, and discus-
sion. Finally, Section 5 concludes the paper.
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2 | PRELIMINARIES

This section first presents the work related to the field of big
data and cloud resource management. Later, it gives the pre-
liminary knowledge of the Bloom filter, Kalman filter, and
SOM that are used in proposed system.

2.1 | Related work

Literature finds various attempts to define big data.2 The def-
inition of big data includes the explanation of its essential
characteristics (the 7 Vs). Yaqoob et al8 identified the origin
of the term big data and its various sources. They found that
the growth of data from applications such as social net-
works,18 business transactions,19 mobile applications,20

cyber‐physical systems,21 and IoT22 have sparked big data
era. With such an upsurge, big data analytics is gaining
momentum. Various authors summarized the state‐of‐the‐art
big data analytical technologies and techniques.8,23,24 They
highlighted the role of cloud computing in big data analytics.
Supporting this viewpoint, Yang et al6 stated that cloud com-
puting provides fundamental support to big data analytics by
leveraging various computation and storage resources on
demand. Furthermore, Hashem et al7 posited that big data
applications are increasing on cloud. They presented the fact
that selecting appropriate techniques and cloud resources for
analyzing big data is a major research problem. Working
towards this direction, Pumma, Achalakul, and Li25 argued
that suitable amount of cloud resources should be determined
prior to the start of execution. Consequently, the field of
predicting and provisioning cloud resources26-28 gained
momentum. Nevertheless, the work on big data application
scheduling is still sparse.

Dynamic resource provisioning for big data applications
is a challenging issue.29 There are various research directions
for real‐time, distributed, dynamic, adaptive, and
multiobjective scheduling of big data applications as identi-
fied by Zhan et al.30 Sfrent and Pop31 accentuated that big
data applications are greatly affected by the resource schedul-
ing algorithm. They studied various scheduling algorithms
and found that best resource scheduling algorithm can be dis-
covered under certain conditions. In 2014, Sandhu and
Sood32 proposed a quality of service–based framework to
schedule big data applications over distributed cloud.

With the ubiquity and prevalence of Internet‐based appli-
cations, big data started flowing in continuous streams. This
led to the emergence of stream‐processing paradigm. The
challenge of deriving insights from big data streams is recog-
nized as a key challenge. Various authors proposed various
algorithms and techniques for mining big data
streams.13,14,33-38 The proposed algorithms illustrated vari-
ous techniques to collect, integrate, analyze, and visualize

big data streams in real time. Nevertheless, less attention
has been paid to resource scheduling for big data streams.
Sun et al39 proposed a graph‐based method that manages
the resources held by stream‐processing tools in an energy‐
efficient way. Furthermore, Tolosana‐Calasanz et al40 pro-
posed a method to processes data streams such that the profit
of cloud provider is maximized. In 2016, Rahman and
Graham41 developed a priority‐based method for multimedia
data processing. But the methods proposed in Tolosana‐
Calasanz et al40 and Rahman and Graham41 are static hybrid
algorithms. Zhang et al10 efficiently predicted the big data
volume using Markov chain and assigned nodes for data pro-
cessing accordingly. But the model does not consider the
other Vs of big data for resource allocation that are important
parameters for every incoming data request.

2.2 | Bloom filter

Bloom filter15 is probabilistic data structure that is used to
filter out the elements that do not belong to a set. It consists
of a bit‐array of m elements, a set “S”of allowable “key”
values and a collection of hash functions. MD5 hash
algorithms are the most commonly used hash functions in
Bloom filter. The working of Bloom filter involves 2 steps.
The first step is meant to insert “key” values in the filter. This
step starts by setting all the bits in the array to 0. A “key”
value is hashed by all the hash functions. All the bit elements
to which the “key” value hashes is set to 1. This process is
repeated for all “key” values. Hence, bit‐array, with some of
the bits set to 1, is the resultant of step 1. The second step
calculates hash values of the element arriving at filter. This
element is allowed to pass only if all the bits to which its
hashes are set to 1. Therefore, Bloom filter allows all the
elements whose keys are in S, while rejecting most of the
elements whose keys are not in S. The major strengths of
Bloom filter are its space‐efficiency, speed, and constant
complexity for adding and filtering elements. These features
make it suitable for streaming data. Therefore, it is used in
the proposed system for filtering streams such that most non-
member elements of the stream are deleted that guarantees
veracity of data. Moreover, it never reports false negative.
The element that it reports to be not of the set is “definitely
not” in the set. On the other hand, it is subject to false
positives. It can claim an element to be part of set when it
is not. Nevertheless, this false positive rate does not impact
its use in the proposed system because its space‐efficiency
and speed outweigh the false positive probability.

2.3 | Kalman filter

Kalman filter,16 introduced by Rudolph E. Kalman in 1960,
is an efficient recursive filter. It is a mathematical toolbox
capable of dynamically predicting the future trends from
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incoming streams of noisy sensor measurements. For
predicting the future trends, it uses a set of mathematical
equations called predictor‐correction equations. The predic-
tor equations are responsible for a priori estimate of the
parameter(s) under consideration. These equations project
forward the state of system and error covariance to obtain
the required a priori estimate. The corrector equations are
meant for providing feedback to the predictor equations.
These equations incorporate new measurement of the param-
eter(s) under consideration into the a priori estimate to
improve future estimates, thereby, minimizing error variance.
The predictor‐corrector equations work recursively to capture
current state of the system and to optimally predict the future
trends. Here, prediction is optimal in the sense that the
estimated error covariance is minimized. This feature makes
it suitable for a large class of prediction and forecasting
problems.

There are various advantages of Kalman filter. Firstly, the
mathematical equations of Kalman filter are not hard to
compute that makes it easy to use. Secondly, the filter works
efficiently even in the absence of optimal conditions. Thirdly,
it can predict the values accurately even in the presence of
noise. Fourthly, it not only provides an optimal estimation
of received parameters but also predicts hidden parameters
of the incoming stream from the available data. For example,
let Kalman filter receives a stream of noisy observations
about the position of an object. It can accurately predict the
position as well as velocity of that object in future. Lastly,
it can efficiently capture spatiotemporal correlations of data
that makes it suitable for time‐series analysis of a system.
Therefore, the mathematical power of Kalman filter is used
to predict the volume and velocity of big data streams by
capturing spatiotemporal correlations (variability) of data.

2.4 | Self‐organizing maps

Self‐organizing map17 is one of the unsupervised neutral net-
work‐learning techniques that can be used during exploratory
phase of data mining. For exploring data properties, it pro-
jects higher dimensional data into lower dimensional (usually
2‐D) grids. Such projection helps in efficient visualization of
data and in cluster analysis. In the proposed system, SOM is
used for clustering. During clustering, SOM transforms input
data to vectors that forms input layer of neural network. On
the other hand, it finds a set of centroids of each cluster. Each
centroid is associated with a neuron. These neurons form the
output layer of neural network. The input vectors are assigned
to the cluster that provides best approximation centroid.

Unlike other clustering techniques, SOM imposes neigh-
borhood relations on the centroids. This implies that the clus-
ters that are closer are more related to one another than the
clusters that are far away. Therefore, when an input vector
is processed, not only the best approximation centroid but

also the neighboring centroids are updated. The processing
of vectors stops only when centroids do not change further.
It is due to this feature of SOM that it is classified as unsuper-
vised learning technique. After completion of processing,
clusters are formed. Due to neighborhood relations of
centroids, the output clusters exhibit topological ordering.
The proposed system takes advantage of such topological
ordering to minimize waiting time.

3 | PROPOSED SYSTEM

The proposed system aims to allocate appropriate resources
to big data stream based on its volume, velocity, variety,
veracity, and variability. The overall working of proposed
system is shown in Figure 1, where a big data stream is ana-
lyzed on cloud to obtain required output. Here, it can be
noted that big data stream consists of a variety of data ele-
ments. As stated earlier, big data stream is generated from
various sources such as social media, business transactions,
cyber‐physical systems, and IoT. The data from these sources
can be in the form of text (such as emails, news, social net-
work feeds, numeric values, sensor measurements, HTML,
XML, JSON, postscript, log files, etc), images, audio, and
video. Various big data analytical algorithms are used for
unlocking potential intelligence from these data. There are
mainly 4 types of big data analytics,2 namely, text analytics,
image analytics, audio analytics, and video content analytics.
On the basis of the type of analytics used, it can be said that
big data stream consists of 4 types of data elements, namely,
text data elements, image data elements, audio data elements,
and video data elements as shown in Figure 1.

For analyzing stream consisting of various data elements
on cloud, appropriate resources are selected by the proposed
system. To accomplish this goal, the proposed system uses 2
modules, namely, workload estimator (WEst) and cloud
resource manager (CRM). Workload estimator initially
extracts small chunks of data from incoming stream, as
shown in Figure 1, using an adaptive sampling technique.42

Taking smaller chunks not only enables efficient forecasting
but also reduces calculation. On the other hand, the adaptive
sampling allows the system to adjust the sampling rate auton-
omously according to the characteristics of streaming data.
The selected data chunk is analyzed by WEst to estimate
the workload that is expected to arrive during the next time
interval. The estimated workload, expressed in a quadruple
called Characteristics of Big data (CoBa), is passed as input
to CRM as shown in Figure 1. Cloud resource manager uses
CoBa to dynamically create and allocate clusters of free
cloud resources using SOM. This process is repeated after
“t” time units, where “t” is the time slice whose value
depends upon the sampling rate.
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The detailed working of the 2 modules is given in
Sections 3.1 and 3.2, respectively. Section 3.3 presents a
detailed flowchart of the proposed system and explains how
WEst and CRM works in close coordination to achieve the
required objectives.

3.1 | Workload estimator

For estimating the workload that will arrive in next time inter-
val, WEst works in 3 steps as shown in Figure 2. The first
step takes the extracted data chunk as input and works on
variety and veracity of big data stream. It uses 4 Bloom filters
corresponding to each of the text, image, audio, and video
data elements. The bloom filter for text data allows only text
elements from trustworthy sources to pass through it, thereby
providing text stream as output. Similar is the case for the
other filters. This implies that the incoming big data stream
is converted into 4 streams each carrying only 1 type of data
elements. These resultant streams are called elementary
streams. The second step is a MapReduce‐based framework
that uses Kalman filter to estimate volume and velocity of
each of the elementary stream. Here, it is worth mentioning
that data flow can be inconsistent with periodic, seasonal,
or daily peaks and troughs. For example, when something
is trending on social media, data flows at higher velocity.
Such a variation in data flow rate (ie, variability) plays an
important role in predicting volume and velocity.
Consequently, Kalman filter estimates volume and velocity
by taking variability into account.

The first 2 steps, therefore, accomplish the task of
predicting the 5Vs of big data stream. The third step uses
the estimated values of volume and velocity to calculate a
term called data flow level (described in Section 3.1.3). The
flow rates of text, image, audio, and video data are repre-
sented in CoBa. Hence, WEst takes data chunk as input and
gives CoBa as output. The detailed explanation of these 3
steps is given below.

3.1.1 | Step 1: Determining variety and
veracity

The goal of this step is to separate elementary streams and
filter out the data elements from untrustworthy sources. Such
a separation helps to determine first 2 Vs, ie, variety and
veracity of big data stream. As stated earlier, 4 Bloom filters
are used to accomplish this task. The overall working of these
4 Bloom filters is shown in Figure 3. Here, the extracted data
chunk consists of various data elements. This data chunk is
fed to all the 4 bloom filters. The bloom filter for text data
allows only text element to pass through. Similar is the case
for other filters. Moreover, it can be noted that the bloom
filter for image data received 3 image elements but allowed
only 1 to pass through. This is because the others are from
unreliable sources. The filtered data elements enter into their
respective buckets. These buckets are open‐ended that allows
elements to pass through the other end, forming respective
elementary streams.

FIGURE 1 Overview of proposed method

FIGURE 2 Workload prediction by workload estimator
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In the proposed system, each Bloom filter consists of

1. F: a set of all acceptable data formats (such as png, jpeg,
etc for image data elements).

2. O: a set of all trustworthy sources.
3. S ¼ F×O: a set of key values.
4. BF m½ � : a bit array of “m” elements such that m ¼

− Sj j� ln pð Þ
ln 2ð Þ½ �2

l m
; where p is the acceptable false positive rate

and Sj j denotes the cardinality of set S.
5. A collection of “H” hash functions h1, h2 , … … , hH

such that H ¼ round ln 2ð Þ� m
Sj j

� �
.

Here, the sets F and O are application dependent and
are defined as per requirements of the user. A set S of
key values is constructed by taking Cartesian product of F
and O. This implies that set S consists of a list of data for-
mats from reliable sources. The data elements that belong to
set S will be allowed to pass through the Bloom filter.
Furthermore, “H” number of hash functions are randomly
chosen. Moreover, all the bits in array BF[m] are initialized
to 0. Thereafter, for every key ki ϵ S, h1(ki) , … … , hH(ki)
are calculated, and the corresponding bit, ie, BF[hj(ki)] is
set to 1. This process is called initialization of the filter.
Once a Bloom filter is initialized, it is used to filter the data
elements. For each stream element “e” arriving at the filter,
hash values h1(e) , … … , hH(e) are calculated. If BF[hj(e)]
=1 for all j, then the element is allowed to pass else it is
blocked at the filter. In other words, filter allows the
element “e” to pass only if it hashes to bit positions that
are all set to one.

An example of initialization and working of Bloom filter
is shown in Figure 4. Let there are 3 key values k1, k2, and k3.
The value of m and H are calculated by using p=0.1. The
resultant values are m=15 and H=3. Hence, an array of 15
bits is taken. The key values k1 , k2 , and k3 are hashed using

the 3 hash functions to respective positions in the array as
shown by curved lines in Figure 4. Thereby, the Bloom filter
is initialized such that 8 of 13 bits are set to 1. Later, when
data element “e1” arrives, the hash values are calculated
using the 3 hash functions. It can be observed that all the
bit positions of array to which “e1” is hashed are set to one.
Therefore, “e1” is allowed to pass. On the other hand, “e2”
results in a hash value that is “0.” So it is not allowed to
pass through.

3.1.2 | Step 2: Estimating volume and velocity
using variability

This step aims to estimate the volume and velocity of each
elementary stream by taking variability on‐board. It uses
MapReduce‐based framework to achieve the required
objectives. Four such frameworks are used in the system,
one each for the 4 elementary streams (shown in Figure 2).
Working of all the 4 frameworks is same, except for the type
of elementary stream input to it. Therefore, this section
presents a generalized explanation of the framework that is
applicable to all 4 of them.

The working of MapReduce‐based framework is
shown in Figure 5 where, initially, the elementary stream

FIGURE 3 Predicting variety and veracity using Bloom filter

FIGURE 4 Example of working of Bloom filter
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(from step 1) is randomly split across several map functions.
The number of map functions varies according to the data
arrival rate that allows the system to adjust data processing
speed according to data arrival rate. Each map function esti-
mates volume and velocity using Kalman filter. The estimated
value of volume is sent to 1 reduce function while that of
velocity to another reduce function. Each of the 2 reduce func-
tions aggregate the received values to calculate overall volume
and velocity. Since reduce function simply aggregates the
values provided by map function, therefore, only 2 reduce
functions can work effectively without creating bottleneck of
the system. The estimated values of volume and velocity are
denoted by EVol() and EV(), respectively. It can be noted here
that EVol() and EV() are generalized notations applicable to all
the 4 elementary streams. For example, estimated volume and
velocity for text stream is represented by EVol(T) and EV(T).
The details of map and reduce functions are as follows.

Map function: Map function executes the predictor‐
corrector equations of Kalman filter. These equations are
implemented by every map function in all the 4 MapReduce
based‐frameworks on their respective elementary streams.
The notations used in these equations are summarized in
Table 1. Initially, predictor equations estimate volume,
velocity, and error covariance of (i + 1)th data chunk before
it actually arrives by using Equations 1 to 5.

ρ′iþ1 ¼ α1ρi þ α2ρi−1 þ………þ αqρi−qþ1 (1)

where

αj ¼
covariance ρi; ρi−j

� �

variance ρj
� � : (2)

n′iþ1 ¼ β1ni þ β2ni−1 þ………þ βqni−qþ1 (3)

where

βi ¼
covariance ni; ni−j

� �

variance nj
� � : (4)

Ω′
iþ1 ¼ Ωi þ Q (5)

In Equation 1, the variability of data is captured by α,
which denotes the corelation between 2 values. Let α is high
for ρi and ρi− x. This implies that ρi is similar to ρi− x, then it
is assumed that ρi+ 1 will be similar to ρi− x + 1 because of
periodic trends. Hence, for identifying periodic trends (or
variability), the corelation of ρi with “q” preceding values is
calculated. Here, “q” depends upon the time period for which
variability is considered. For example, to capture daily peaks
and troughs, variability of a single day is considered. In such
a case, q will be equal to number of data chunks extracted by
the system in 1 day. This implies that Equation 1 estimates
the volume of (i + 1)th data chunk by taking variability into
consideration. Similar is the case for velocity calculation in
Equation 3. Furthermore, in Equation 5, Q is estimated with
the help of recursive covariance estimation algorithm.43

Thereafter, corrector equations (given by Equations 6‐9)
modify these estimated values after the arrival of (i + 1)th

data chunk. Equation 6 calculates a factor called Kalman gain
using estimated error covariance, Ω′

iþ1 , measurement noise
covariance, R, where R is given by recursive covariance
estimation algorithm.43 The corrected values obtained from
the corrector equations are later used by predictor equations

FIGURE 5 Overview of MapReduce‐based framework

TABLE 1 Notations used in predictor‐corrector equations

Notation Brief Meaning Notation Brief Meaning

ρ′i : Estimated volume of ith data chunk Q: Process noise covariance

ρi: Corrected volume of ith data chunk R: Measurement noise covariance

n′i : Estimated velocity of ith data chunk yi: ith measurement of volume

ni: Corrected velocity of ith data chunk zi: ith measurement of velocity

Ω′
i : Predicted error covariance of ith data chunk Ki: Kalman gain at ith prediction step

Ωi: Corrected error covariance of ith data chunk
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for estimating volume and velocity of (i + 2)th data chunk.
This implies that predictor‐corrector equations work in a
continuous loop for every data chunk. The overall working
of map function using predictor‐corrector equations is
summarized in Figure 6.

Kiþ1 ¼
Ω′

iþ1

Ω′
iþ1 þ R

(6)

ρiþ1 ¼ ρ′i þ Ki yi−ρ
′
i

� �
(7)

niþ1 ¼ n′iþ1 þ Ki zi−n′i
� �

(8)

Ωiþ1 ¼ 1−Kiþ1ð ÞΩ′
iþ1 (9)

Reduce function: As stated earlier, there are 2 reduce
functions, one each for volume and velocity. The reduce
function for volume estimation receives the value of ρ′iþ1

from all the map functions used in MapReduce‐based frame-
work as shown in Figure 5. It calculates the average,
Avg ρ′iþ1

� �
, of all these values. Subsequently, Avg ρ′iþ1

� �
is

compared with mean, μ(ρ), and standard deviation, σ(ρ), of
volume of “N” big data streams, where N = total number
of big data streams being processed on cloud during time
period “t.” This comparison results in EVol() such that

1. If 0≤Avg ρ′iþ1

� �
< μ ρð Þ−σ ρð Þð Þ, then EVol()= “Low.”

2. If μ ρð Þ−σ ρð Þð Þ≤Avg ρ′iþ1

� �
≤ μ ρð Þ þ σ ρð Þð Þ, then EVol()

= “Medium.”
3. If Avg ρ′iþ1

� �
> μ ρð Þ þ σ ρð Þð Þ, then EVol() = “Low.”

Similarly, the reduce function for velocity calculates
EV(). The working of these 2 reduce functions is summarized
in Figure 7.

3.1.3 | Step 3: Representation of estimated
workload

The last step of WEst is aimed to represent EVol() and EV()
of all the elementary streams in a form that can be efficiently
used by CRM to allocate appropriate resources to big data
stream. To achieve this goal, a term called data flow level is
initially calculated for each elementary stream. Data flow
level can be formally defined as.

Definition 1. Data Flow Level—If U and W
are the 2 sets denoting volume and velocity,
respectively, of an elementary stream “E” such
that U = W = {Low, Medium, High} and X and
Y are the 2 sets such that X = {(a,b) ∣ (a,b) ∈ U
×W} and Y = {c ∣ c∈Zand 0 ≤ c ≤ 8}, then the
data flow level of an “E” is given by a bijective
function f: X ! Y where f(Low, Low) = 0,
f(Low, Medium) = 1, f(Low, High) = 2,
f(Medium, Low) = 3, f(Medium, Medium) = 4,
f(Medium, High) = 5, f(High, Low) = 6, f(High,
Medium) = 7, f(High, High) = 8 is the one‐to‐
one mapping from set X to set Y.

Informally, data flow level of an elementary stream is
given by Table 2. This allocation is based on experimental
evidence (given in Section 4). It can be noted from the table
that data flow level increases with the increasing volume of
data in elementary stream. On the other hand, with the same
volume, data level increases with the velocity of data in ele-
mentary stream. By using EVol(T), EV(T), and Table 2, the

FIGURE 7 Working of reduce function

FIGURE 6 Working of predictor‐corrector equations in each map
function
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data flow level of text stream (denoted by TF) is calculated.
Correspondingly, the data flow level of image stream (IF),
audio stream (AF), and video stream (VF) are also calculated.

Recall that the 4 elementary streams correspond to 4
types of data in big data stream (data variety). Each elemen-
tary stream does not contain data from untrustworthy sources
(data veracity). EVol() and EV() for each elementary stream
are calculated by taking variation in data flow rate into con-
sideration (volume, velocity, and veracity). This implies that
EVol() and EV() represents the 5Vs of a big data stream.
Furthermore, since TF , IF ,AF, and VF are formed from
EVol() and EV(), so they too represent the 5Vs of big data
stream. In other words, TF , IF ,AF, and VF, when taken
together, represent the characteristics of big data in 5Vs.
Hence, for efficient representation of 5Vs of big data stream,
a quadruple called CoBa is introduced. CoBa is defined as

Definition 2. Characteristics of Big Data
(CoBa)—If Y = {c ∣ c ∈Z and 0 ≤ c ≤ 8} and
TF , IF ,AF, and VF denote, respectively, the
data flow level of text, image, audio, and video
streams, then an ordered quadruple (C1,C2,
C3,C4) representing the volume, velocity, vari-
ety, veracity, and variability of a big data
stream is called CoBa, where (C1,C2,C3,
C4)∈ (Y×Y×Y×Y) and C1=TF ,C2= IF ,
C3=AF , and C4=VF. In other words,
CoBa = (TF , IF ,AF ,VF).

Let a big data stream forms CoBa = (8, 0, 0, 0). This
implies that the data flow level is high for text stream and
low for the other 3 elementary streams. In other words, this
stream majorly consists of text data flowing in high volume
and at high velocity. Such a stream is called text intensive
big data stream in the proposed system. Similarly, names
are given to few other streams as summarized in Table 3. This
nomenclature and CoBa are used by CRM for efficient cloud
resource allocation.

3.2 | Cloud resource manager

The data processing requirements are different for different
big data streams. It is unreasonable to form static clusters

of cloud resources for each requirement. Hence, there is a
need to form dynamic clusters as per the current require-
ments. The task of dynamic cluster formation for a big data
stream is accomplished by CRM with the help of SOM.
Self‐organizing map consists of an input layer and an output
layer. The neurons in the output layer represent the clusters.
Each input vector is mapped to one of the output neuron.
All the input vectors that are mapped to same output neuron
form a cluster. In the proposed system, CoBa forms the out-
put neurons of SOM and cloud resources form input vectors.
The cloud resources that map to same quadruple, CoBa,
form a cluster. For example, let there are 3 big data streams
on the cloud data center and let B1 ,B2 , and B3 be their
respective CoBa quadruples. These 3 quadruples form the
output neurons or the 3 output clusters. The free cloud
resources, which form input vectors, are then mapped to
these output neurons to form the respective clusters. Note
that, in this example, only 3 clusters are formed. This will
prevent a big data stream to move to another cluster if its
CoBa changes. To remove this limitation, all the possible
CoBa are initially arranged in a topological ordered fashion
as shown by color coding in Figure 8. The system forms
output neurons of few topological neighbors too. This will
result in formation of topological ordered clusters of free
cloud resources.

The process of mapping input vectors to output vectors, ie,
cluster formation, is given by Algorithm 1. The algorithm
starts with the initialization of weights and learning factor η.
The learning factor defines the speed with which neural
network learns. It is initialized to a value slightly lower than
1 that decreases monotonically with the passage of time. This

TABLE 2 Data flow level calculation table

EVol() EV() Data Flow Level EVol() EV() Data Flow Level

Low Low 0 Medium High 5

Low Medium 1 High Low 6

Low High 2 High Medium 7

Medium Low 3 High High 8

Medium Medium 4

TABLE 3 Nomenclature of streams used in the proposed system

CoBa Name given to big data stream

(8, 0, 0, 0) Text intensive

(0, 8, 0, 0) Image intensive

(0, 0, 8, 0) Audio intensive

(0, 0, 0, 8) Video intensive

(0, 0, 0, 0) General purpose

Abbreviation: CoBA, characteristics of big data.
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implies that initially, SOM learns quickly and later the speed
of learning is decreased. After initialization, SOM randomly
chooses one of the resource vectors (Mi) and finds its dis-
tance from each CoBa neuron. The CoBa neuron (BJ) with
minimum distance is the winning vector. Therefore,
resource Mi is allocated to stream with CoBa = BJ. This
process is repeated for every resource. All the resources
whose winning neuron is BJ are said to be in 1 cluster.
The clusters hence formed are identified by a term called
Characteristics of cluster (CoC). Characteristic of cluster
can be formally defined as

Algorithm 1: Dynamic clustering by SOM
1. Initialize weights of edges from inputs to outputs to a small
random value.

2. Assign value slightly less than 1 to the learning factor η.
3. Repeat steps 3 to 9 while computation bounds are not

exceeded.
4. For each input vector Mi, repeat steps 6 to 8.
5. For each output neuron j, calculate square of Euclidean

distance of Mi as

D jð Þ ¼ ∑
q

k¼1
Mik−wjk
� �2

6. Select J such that D( J) is minimum.
7. Set CoC(Mi)=CoBa(BJ)

8. Update weights of all topological neighbors of J such
that

wjk t;þ; 1ð Þ ¼ 1;−; η; tð Þð Þwjk tð Þ þ η tð ÞMk

9. Decrement η monotonically
10. Output the virtual clusters with their respective CoC.

Definition 3. Characteristics of Cluster
(CoC)—If Y = {c ∣ c ∈ Z and 0 ≤ c ≤ 8}
and CoBa = (C1,C2,C3,C4) is the winning
output neuron for the resources in cluster,
then Characteristics of Cluster (CoC) is the
quadruple (G1,G2,G3,G4), where Gi∈Y and
G1=C1 ,G2=C2 ,G3=C3 , and G4=C4. In
other words, CoC = (C1,C2,C3,C4).

FIGURE 8 Topological ordering of characteristics of big data used
in self‐organizing maps

FIGURE 9 A, Flowchart explaining overall working of proposed system. B, Flowchart of procedure 1. C, Flowchart of procedure 2
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Once clusters are formed, their allocation is a simple
process as shown by Figure 9B. Initially, a cluster with
CoC = CoBa (formed by big data stream) is selected for
allocation. If the selected cluster has enough resources to
process the stream, then it is allocated. Otherwise, a nearest
topological ordered cluster having enough resources is
searched and allocated. Such a scheme allows the streams to
avoid waiting for the respective cluster to get free. Therefore,
the waiting time is reduced. Here, it can be noted that whole
of the big data stream converge at the same allocated cluster.

3.3 | Systematic workflow of proposed system

The systematic workflow of the proposed system is shown by
the flowcharts in Figure 9. Initially, the proposed system waits
for the expiry of time slice “t” or arrival of a new job or
completion of a job as shown in Figure 9A. For simplicity, a
big data is referred as “job” from here on. In addition, recall that
the value of “”’ depends upon the sampling rate of adaptive
technique (as explained in Section 3). When the time slice “t”
expires, the proposed system runs procedure 1. The flowchart
for procedure 1 is shown in Figure 9B. Procedure 1 calculates
CoBa of the stream and selects an appropriate cluster such that
CoC = CoBa. If the selected cluster is free, it is allocated to the
job, and control is returned to main procedure. It can be noted
here that the selected cluster can be same as that on which the
job is already running. In such a case, it continues to run on
the same cluster. On the other hand, if the selected cluster is
not free, then a nearest topological ordered cluster is searched
and allocated. If no such cluster is found, the proposed system
proceeds to form dynamic clusters of cloud resources by using
SOM. Self‐organizing map takes list of free resources as input
and produces cloud clusters as output. The newly formed
clusters are again taken as input by procedure 1 that allocates
appropriate cluster to the job. After this allocation, control is
returned to main procedure.

If the main procedure detects the arrival of a new, then
procedures 1 and 2 are executed in parallel. Procedure 1
immediately allocates an appropriate cluster to the newly
arrived job \to reduce waiting time. Procedure 2 checks all
the other jobs in the system. Figure 9C shows flowchart for
procedure 2 where CoBa of all the jobs in the system is
calculated again. The jobs whose CoC is equal to its newly
calculated CoBa continue to run on the same cluster. All the
other jobs need to shift to a new cluster and are, therefore,
marked as shifting jobs by the proposed system. When all
the jobs are checked, the resources of shifting jobs are added
to free pool list; clusters are formed by SOM and are allocated
to shifting jobs using procedure 1. The control is again
returned to main procedure. Lastly, on completion of a job,
the resources held by it are released and added to free pool list.
These resources are used during next cluster formation pro-
cess. Hence, WEst (which calculates CoBa) and CRM (which

forms and allocates resources using SOM) work in close
coordination for efficiently managing resources of cloud.

4 | EXPERIMENTAL ANALYSIS

This section supports the proposed system with experimental
evidences. In Section 4.1, the allocation of various data flow
levels (summarized in Table 2) is supported experimentally.
Section 4.2 analyzes the performance of proposed system
by comparing it with other streaming data processing tools,
which are Apache Storm 0.92, Apache Flume 1.5.2, and
Apache S4 0.6.0. Storm is used by Twitter, Flume by
Facebook, and LinkedIn and S4 by Yahoo for stream data
processing. Section 4.2 is further divided into 3 subsections.
Section 4.2.1 presents the method used to generate synthetic
workload for the experiments. Section 4.2.1 presents the
results of the experiment while Section 4.2.3 presents
discussion of the results.

4.1 | Data flow level determination

In Section 3.1.3, it was stated that the allocation of data flow
level, given in Table 2, is based on experimental evidence. So
this section presents experimental results to support the stated
fact. For experimentation, initially, the range of values of
volume and velocity classified as low, medium, and high
randomly defined and are given in Table 4. It can be noted
here that velocity is specified in terms of number of data
elements supplied to the system in 1 minute. For instance, if
20 image elements are supplied to the system per minute, then
the velocity is said to be 20.

Thereafter, 4 databases are taken. The first database44 is
textual dataset consisting of 8 million vocabulary words.
The second database45 is an image dataset consisting of
68 040 images. The third database46 is an audio dataset that
is a collection of 1059 music tracks. The fourth database47

is a surveillance video dataset consisting 29 hours of video.
By using the first database, 3 workloads of 25, 45, and
65 GB of text data are generated. The data can be repeated
to meet the volume requirement. Note that these 3 workloads
lie in the range low, medium, and high, respectively, as per
Table 4.

Initially, the workload of 25 GB is fed to Amazon Elastic
Compute Cloud (EC2) compute optimized c4.large
instances48 at velocity of 50, and the execution time for

TABLE 4 Range of values of volume and velocity

Range Volume, GB Velocity, Data Elements per Min

Low 1‐30 1‐100

Medium 31‐50 100‐500

High 50‐80 500‐1000
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counting distinct elements is noted. Later, the velocity is
increased to 200 and 800, and the execution time is noted
again. Here, note that the 3 velocities lie in low, medium,
and high range as per Table 4. The same procedure is repeated
for the other 2 workloads. In addition, the above experiment is
repeated for image, audio, and video databases. The execution
times under all the cases are shown by a bar chart in Figure 10.

4.1.1 | Discussion of results

It can be observed from Figure 10 that among all the volumes
and velocities of text data (first 9 bars in the chart), the execu-
tion time is lowest when both volume and velocity of are low
(shown by first bar in the chart). Therefore, data flow level in
this case is assigned lowest value, ie, 0. Furthermore, the
execution time increases when velocity of text data is
increased to medium keeping volume low (as shown by
second bar in the chart). This result leads to assigning value
1 to the data flow level. When the velocity of text data is
increased to high keeping low volume, the execution time is
further increased (as shown by third bar in the chart). Hence,
in this case, value 2 is assigned to the data flow level.

Apart from this, the execution time for text data with
medium volume and low velocity (shown by fourth bar in
the chart) is higher than data with low volume and high veloc-
ity (shown by third bar in the chart). Therefore, the data level
assigned is higher for the former case. On the similar grounds,
all the data levels are determined. Furthermore, it can be
observed from Figure 10 that similar trends are observed in
case of image, audio, and video data. Hence, the data level
determination given in Table 2 is justified.

4.2 | Performance evaluation of proposed
system

4.2.1 | Workload generation method used

For efficiently evaluating the performance of proposed system,
synthetic workload is generated. This workload generation

uses all the 4 databases mentioned in Section 4.1. Here, the
process is explained with the help of an example.

Let a workload is required such that it forms CoBa = (8,
8, 0, 0). This implies that in this workload, the volume and
velocity of text and image data is high, while that of audio
and video data is low (as per Table 2). For generating such
a workload, IBM SPSS49 is used. SPSS randomly selects
data from textual database such that its volume lies in high
range (say 60 GB). The range of values of volume used in
the experiments is shown in Table 4. The data selection by
SPSS is nonexclusive, ie, the data can be repeated to meet
the volume requirement. The selected data is partitioned in
4 equal parts and added to 4 files such that each file
consists of same volume (60/4 = 15 GB) of data. Similarly,
data from image database is selected, partitioned into 4
parts and appended to the same 4 files. This process is
repeated for the other 2 databases as well by taking low
volume (say 16 GB) of data. This implies that each file
consists of 15 GB text data, 15 GB image data, 4 GB
audio data, and 4 GB video data. Hence, the workload
consisting of 4 files created with known volume and
variety. These 4 files are fed to the system in 4 minutes,
ie, 1 file in 1 minute. Here, it can be noted that in a file,
the volume of text data and image data is high. This
implies that there are more text and image data elements
in a file. Therefore, when the file is fed to the system,
the velocity of text and image data will be automatically
high. Similarly, the velocity of audio and video data will be
low. Hence, CoBa formed by this workload is (8, 8, 0, 0).
Similarly, the workloads forming different CoBa can be
generated.

4.2.2 | Experimental setup and results

To test the performance of system, 15 workloads are gener-
ated with different CoBa as shown in Table 5. The generated
workloads are fed to the system. Table 5 shows which work-
load is fed to the system at what time of the experiment. It can
be observed that 1 workload is fed to the system after every

FIGURE 10 Experimental results
justifying allocation of data flow level
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4 minutes for a total experiment of 60 minutes. This implies
that a big data stream is fed to the system such that its CoBa
changes after every 4 minutes. In addition to the generated
workloads, random data is supplied to the system to test
veracity. Variability is automatically introduced due to
change in CoBa. Hence, the big data stream characterized
by 5Vs is supplied to the system for 60 minutes. In addition,
this big data stream is also fed to Storm, Flume, and S4,
which are streaming data processing tools. The proposed sys-
tem and the 3 tools count the number of occurrences distinct
elements of the stream. The proposed system selects virtual
machines from Amazon EC2 instances from time to time
based on data characteristics. The number and type of
instances may vary with the variation of CoBa. On the other
hand, Storm, Flume, and S4 use fixed number of instances

for whole of the experiment. Each tool uses 10 Amazon
EC2 compute optimized c4.large instances. The proposed
system is implemented in a java‐based application on
Amazon EC2 compute optimized c4.large instances. The
performance of the system is tested by comparing with other
tools using 4 parameters, namely, execution latency, response
time, resource utilization, and availability. The results are
shown in Figure 11.

4.2.3 | Discussion of results

The result in Figure 11A shows that the execution latency of
proposed system is initially higher. This is because time is
taken by the system to compute CoBa of big data stream
before resources are allocated to it. Once CoBa is calculated,

TABLE 5 Various workloads generated and fed to the system

Workload No. Fed to the System at Time, min CoBa Workload no. Fed to the System at Time, min CoBa

1 0 (8, 8, 0, 0) 9 32 (7, 8, 8, 8)

2 4 (0, 8, 0, 2) 10 36 (6, 6, 6, 0)

3 8 (0, 0, 8, 1) 11 40 (5, 3, 7, 4)

4 12 (8, 8, 8, 8) 12 44 (8, 4, 5, 7)

5 16 (2, 8, 4, 3) 13 48 (0, 7, 8, 2)

6 20 (8, 8, 8, 7) 14 52 (7, 0, 2, 8)

7 24 (1, 5, 2, 4) 15 56 (5, 7, 0, 6)

8 28 (4, 8, 1, 7)

Abbreviation: CoBA, characteristics of big data.

FIGURE 11 Comparison of performance of proposed system with other tools. A, Execution latency. B, Response time. C, Resource utilization. D,
Availability
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appropriate resources are allocated by the system that results
in lower execution latency for proposed system as compared
with other tools. Moreover, the execution latency experiences
peaks at 3 points in the experiments. These 3 points are at
12th, 20th and 32nd minutes of the experiment. This is
because the big data form CoBa equal to (8,8,8,8), (8,8,8,7),
and (7,8,8,8) at these 3 points of time (refer Table 5). This
implies volume and velocity of data in all the elementary
streams are increased suddenly leading to higher execution
latency for proposed system as well as for other tools.

Figure 11B shows the response time of the system and
other tools. It is observed that the response time roughly
increases with the increase in time in case of Storm, Flume,
and S4. This is because the resources are not allocated
according to data characteristics due to which they are unable
to adapt according to changing conditions. On the other hand,
the response time of proposed system remains almost
constant for whole of the experiment since proposed system
allocates appropriate resource to big data stream from time
to time based on data characteristics.

Figure 11C shows the comparison results of proposed
system with other tools in resource utilization. The results
show that utilization of cloud resources is higher in case of
proposed system. This is due the fact that whenever CoBa
of a stream changes, it is moved to a more suitable cluster
according to data characteristics. In other words, the consid-
eration of 5Vs for resource allocation allowed better selection
of resources for data processing that enhanced utilization of
resources. Moreover, the resource utilization initially
increases with time and then become constant. This is
because SOM is learning technique. It learns from the current
state of the system and improves its output as the time passes.

Figure 11D shows that resource availability is higher in
case of proposed system as compared to other tools. The
reason for higher resource availability is the topological
ordered cluster formed by proposed system. The topological
ordering allows big data stream to acquire other similar
resources in case of nonavailability of required resources
rather than waiting for busy resources. The results presented
in this section suggest that the proposed system efficiently
manages cloud resource in real time for big data streams.

5 | CONCLUSIONS

In this paper, a dynamic system is proposed that works in real
time to predict volume, velocity, variety, variability, and
veracity of data in big data streams. These 5Vs are used for
dynamically allocating appropriate cloud resources to big
data streams. Extensive experiments are performed to evalu-
ate the performance of proposed system by comparing it with
Storm, Flume, and S4. Virtual machines are selected from
Amazon EC2 instances by the proposed system from time

to time based on data characteristics. On the other hand,
Amazon EC2 compute optimized c4.large instances are
allocated for Storm, Flume, and S4. This allocation is
constant throughout the experiment. The experimental results
illustrate a performance edge of proposed system over other
tools. The overall execution latency for processing data
streams is 11.013 milliseconds for proposed system as
compared with 19.648 milliseconds for Storm, 20.403 -
milliseconds for Flume, and 21.567 milliseconds for S4.
Furthermore, the average response time of proposed system
is 1.036 seconds as compared with 1.908 seconds for Storm,
1.935 seconds for Flume, and 1.921 seconds for S4. This
shows that the latency and response time is reduced
considerably due to dynamic resource allocation in the
proposed system based on data characteristics. Moreover,
availability of cloud resources in proposed system is
enhanced by 9.31%, 7.95%, and 10.02% as compared with
Storm, Flume, and S4, respectively. In addition, resource
utilization of proposed system is improved by 24.5%,
22.5%, and 34.4% over Storm, Flume, and S4, respectively.
This is due to topological ordering of cloud resources. There-
fore, predicting 5Vs and topological ordering of resources
form 2 major strengths of proposed system.
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